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Sexual reproduction selects for robustness and
negative epistasis in artificial gene networks
Ricardo B. R. Azevedo1, Rolf Lohaus1, Suraj Srinivasan1, Kristen K. Dang2 & Christina L. Burch3

The mutational deterministic hypothesis for the origin and
maintenance of sexual reproduction posits that sex enhances the
ability of natural selection to purge deleterious mutations after
recombination brings them together into single genomes1. This
explanation requires negative epistasis, a type of genetic inter-
action where mutations are more harmful in combination than
expected from their separate effects. The conceptual appeal of the
mutational deterministic hypothesis has been offset by our
inability to identify the mechanistic and evolutionary bases of
negative epistasis. Here we show that negative epistasis can evolve
as a consequence of sexual reproduction itself. Using an artificial
gene network model2,3, we find that recombination between gene
networks imposes selection for genetic robustness, and that nega-
tive epistasis evolves as a by-product of this selection. Our results
suggest that sexual reproduction selects for conditions that favour
its own maintenance, a case of evolution forging its own path.
Acentury of genetic research has revealed two general properties of

spontaneous mutations with detectable effects on fitness: most of
them are deleterious, and they frequently interact with each other4,5.
Many types of interactions are possible, including directional epistasis,
in which the average effect of spontaneous mutations changes in the
presence of other mutations in the genome6. Directional epistasis can
be either negative (synergistic) or positive (antagonistic), depending
on whether the average effect of mutations becomes more or less
harmful, respectively, as the number of other mutations in the
genome increases (Fig. 1). Directional epistasis holds particular
interest for evolutionary biologists because it is expected to deter-
mine the outcome of multiple evolutionary processes, notably the
evolution of sex and recombination1. Empirical studies on a variety
of organisms have reported every conceivable form of directional
epistasis: negative7–9, positive6,10 and no significant directional epi-
stasis11,12. These mixed results have not helped to clarify either the
mechanistic or evolutionary causes of directional epistasis13.
In contrast, evolutionary simulations using computational models

of RNA secondary structure14, viral replication15 and artificial life14

have demonstrated that the average strength and direction of
epistasis can be shaped by natural selection. One mechanism by
which epistasis evolves in these models13 is through a negative
correlation among genotypes between the extent of genetic robust-
ness (or genetic canalization, measured as the insensitivity of a
phenotype to mutation) and the direction of epistasis. As a conse-
quence, selection for higher robustness produces a correlated
response in the strength of epistasis in all three models, towards
either weaker positive or stronger negative epistasis14,15. The repeat-
ability of this result in models of different biological systems suggests
that the strength and direction of epistasis observed in living
organisms depend on their history of selection for genetic robustness.
Theory predicts that traits can evolve to be robust to genetic

perturbations (that is, mutation and recombination) under a variety

of selective regimes16–18, as long as the following two conditions are
met: genes must interact to determine the trait17–19, and the popu-
lation must contain sufficient genetic variation18. Whereas the for-
mer condition is inherent to particular organisms, the latter
condition will depend on population genetic parameters such as
the mutation and recombination rates. Experimental tests of these
predictions using computational models confirm that highmutation
rates, such as those experienced by RNAviruses, favour the evolution
of genetic robustness2,3,18,20. Sexual reproduction (that is, increased
recombination) is also expected to impose stronger selection for
genetic robustness than asexual reproduction21,22, but this hypothesis
has never been tested experimentally21.
To test this hypothesis, and to determine whether the evolution of

genetic robustness is accompanied by the evolution of negative
epistasis, we return to the computational model of genetic networks
used in two previous studies2,3. We chose this model primarily
because it explicitly incorporates one of the key characteristics
required for the evolution of robustness17–19—genetic interactions.
Furthermore, empirical data from biological systems has consistently
suggested that extant gene networks are robust to changes in
biochemical rate parameters and levels of gene activity19,23. Previous
work with this model has shown that genetic robustness (again,
measured as robustness to mutation) evolves readily if networks are
subjected to selection for the production of a stable gene expression
pattern2,3. Here we explore the extent to which recombination con-
tributed to the evolution of genetic robustness in this model, and ask
whether recombination, through its effect on robustness2,21,22, can
cause the direction of epistasis to evolve.
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Figure 1 | Types of directional epistasis for deleterious mutations. Three
hypothetical relationships between fitness (log scale) and number of
deleterious mutations are plotted. All relationships depicted have the
same mutational robustness (W1 ¼ 0.78) but different directions of
epistasis: negative epistasis (plain line, concave downwards; 1 2 b , 0), no
directional epistasis (bold, straight line; 1 2 b ¼ 0) and positive epistasis
(dashed line, concave upwards; 1 2 b . 0).
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Briefly, the model2,3 represents individuals as networks of N
interacting transcriptional regulators (Fig. 2a). The genotype of an
individual is represented by an N £ N matrix R, whose elements r ij
describe the regulatory effect of the product of gene j on the
expression of gene i (Fig. 2b). The number of regulatory interactions
is determined by a connectivity parameter (c) that specifies the
proportion of non-zero matrix elements. This matrix of regulatory
relationships acts on gene expression patterns, which are represented
by a state vector S(t), whose elements s i(t) describe the expression
states of genes i ¼ 1, 2,…, N at time t. The expression state of a gene
can vary continuously between complete repression, s i(t) ¼ 21, and
complete activation, s i(t) ¼ 1. Gene expression states change over
time according to the following equation:

siðtþ 1Þ ¼ f
XN
j¼1

rijsiðtÞ

" #
ð1Þ

where f(x) is a sigmoidal filter function2 that determines how the
total regulatory input influences gene expression (see Supplementary
Fig. 1a). Development is modelled as the progression from an initial
gene expression state to an equilibrium gene expression pattern
(Fig. 2c; see Methods). In this model, genotypes that achieve any
stable, fixed-point equilibrium expression pattern are considered
developmentally stable2, and therefore viable. Genotypes that do not
achieve a stable equilibrium (for example, oscillatory gene
expression) are considered inviable2.
The mechanistic underpinnings of this model allow a priori

predictions about the evolution of genetic robustness. In this
model, the reproductive success of a viable genotype (that is, its
fitness) is the proportion of its offspring that are also viable. When
offspring are produced asexually, and differ from their parents only
by mutations, the fitness of a genotype is given by:

Wasex ¼
XcN2

k¼0

fkWk ð2Þ

where f k ¼ m ke2m/k! is the Poisson probability that offspring

acquire k mutations when the mutation rate per individual network
per generation is m, and Wk is the mean fitness of the genotype after
the addition of k mutations. For mutation rates m # 0.1, terms for
k . 1 can be effectively ignored, so thatWasex < 1 2 m þ mW1.W1 is
our measure of mutational robustness, the probability that a geno-
type with one mutation is viable. Therefore, given a sufficiently high
mutation rate, asexually reproducing networks are expected to evolve
mutational robustness. In contrast, when offspring are produced via
sexual reproduction, and differ from their parents primarily as a
result of recombination, the fitness of a genotype is given byW sex ¼
Wasex (1 2 L), where L is the probability that amating with a random
individual in the population will result in an inviable offspring, a
measure of the recombination load24. Therefore, sexual populations
should experience selection for two distinct types of genetic robust-
ness: mutational robustness and recombinational robustness.
In order to explore the effect of sexual reproduction on the

evolution of genetic robustness, we first investigated the behaviour
of this model using conditions that are known to produce robustness
to mutation2 (m ¼ 0.1, N ¼ 10 genes, c ¼ 0.75; see Methods), vary-
ing only the reproductive mode from sexual to asexual. Fifty clonal
populations of 500 individuals were founded by different randomly
generated, viable genotypes. Each population was subjected to
selection for the ability to produce a stable gene expression pattern
and allowed to evolve separately via sexual and asexual reproduction.
We monitored evolution until an equilibrium level of mutational
robustness was achieved. Contrary to earlier claims2,3, our simu-
lations show that sexual reproduction has a substantive effect on the
evolution of mutational robustness (Fig. 3a). Although mutational
robustness increased in asexual populations, it reached a significantly
lower equilibrium value than in sexual populations (paired t-test:
t ¼ 31.0, 49 degrees of freedom (d.f.), P , 0.0001). An investigation
of epistasis in these evolved populations revealed that sexual repro-
duction also had a qualitative effect on the evolution of directional
epistasis (t ¼ 23.6, 49 d.f., P , 0.0001). The magnitude of epistasis
evolved regardless of reproductive mode, but the direction of
epistasis only changed when reproduction was sexual. At equilib-
rium, asexual populations exhibited average positive epistasis of a
reduced magnitude, whereas sexual populations exhibited negative
epistasis.
Why does sexual reproduction cause the evolution of increased

mutational robustness? Sexual reproduction is not expected to
increase the strength of selection for mutational robustness directly.
However, it is expected to select for recombinational robustness, and
this could cause a correlated response in mutational robustness. We
devised two experiments to test this hypothesis. In the first experi-
ment, we investigated whether the effect of sexual reproduction on
mutational robustness depended on the high mutation rate
(m ¼ 0.1). Theory predicts that mutational robustness will evolve
through the direct action of selection only if m is greater than the
reciprocal of the effective population size7 (that is, m . 0.002 in our
simulations). Thus, we tested our hypothesis by re-running the
simulations at a mutation rate of m ¼ 0.002 (Fig. 3a). At this low
mutation rate, mutational robustness failed to evolve in asexual
populations within 50,000 generations. However, mutational robust-
ness did increase significantly in sexual populations within 20,000
generations. The inability of asexual populations to respond to
selection for mutational robustness confirms that selection acting
directly on mutational robustness is ineffective when m ¼ 0.002.
Thus, the mutational robustness that evolved in these sexual popu-
lations did not evolve through the direct action of selection. Rather, it
must have evolved as a correlated response to selection for recombi-
national robustness, the only other source of selection in these
simulations.
In the second experiment we constructed genetically variable

populations (see Supplementary Methods) and allowed them to
evolve in the absence of new mutations (m ¼ 0), that is, in the
absence of selection for mutational robustness. In this experiment,

Figure 2 | Application of our network model to the gap gene system of
Drosophila melanogaster. a, Network representation of the regulatory
interactions between four gap genes29 (gt, giant; hb, hunchback; kni, knirps;
Kr, Krüppel). Activations and repressions are denoted by arrows and bars,
respectively. Numbers indicate the relative interaction strengths30.
b, Interactionmatrix (R) representing the network in a. The element in row i
and column j (r ij) denotes the regulatory effect of the product of gene j on
the expression of gene i. c, Graphical representation of the gene expression
states of each gap gene over three successive time steps. For the purpose of
this illustrationwe consider gene i to be ON (filled box) if s i(t) . 0, andOFF
(open box) if s i(t) # 0. The change in gene expression pattern matches
events at ,80% anterior–posterior position in the Drosophila embryo
between early and mid cleavage cycle 14A (ref. 29). Successive iterations
beyond the t þ 1 step do not change the gene expression pattern, the
hallmark of a stable equilibrium.
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sexual populations showed significant increases in mutational
robustness, whereas asexual populations did not (Fig. 3b). These
results confirm our hypothesis because sexual and asexual popu-
lations differed only by the presence and absence, respectively, of
selection for recombinational robustness. By manipulating the
amount of genetic variation present in the founder populations, we
also showed that the evolutionary response in mutational robustness
increased with the strength of selection for recombinational robust-
ness (that is, with the magnitude of the recombination load, L;
Supplementary Fig. 2).
Directional epistasis evolved in both of these experiments (Fig. 3)

in a similar manner to the initial simulations. Conditions that
showed no change in mutational robustness also showed no change
in directional epistasis. However, conditions that caused an evolu-
tionary response in mutational robustness also caused the evolution
of negative, or less positive, epistasis. Taken together, these results
confirm that mutational robustness and negative epistasis both
evolved in response to selection for recombinational robustness.
The most likely explanation for the evolution of negative epistasis

in these simulations is that epistasis evolved as a correlated response
to selection for genetic robustness. The direction of epistasis was
negatively correlated with mutational robustness among a random
sample of viable gene networks (Supplementary Fig. 3). Similar
correlations were found in digital organisms and RNA secondary
structure14, supporting the theoretical prediction14,25 that it is
impossible to change genetic robustness and the direction of epistasis
independently.
Although we recognize that our model describes a simplified view

of transcriptional regulation, it captures an important feature of
real genetic regulatory systems: genetic interactions are abundant,
causing mutations to have different effects depending on the genetic
background inwhich they arise.We propose that sexual reproduction

will favour the evolution of increased genetic robustness and, there-
fore, negative epistasis in any system with two key properties: numer-
ous genetic interactions and abundant genetic variation—both known
requirements for the evolution of genetic robustness17–19. Consistent
with this proposal, the parameters that determine the number of
genetic interactions (connectivity and gene number) and the amount
of genetic variation (mutation rate, population size and the strength of
stabilizing selection) all influenced whether negative epistasis evolved
in our simulations (Fig. 3; see also Supplementary Figs 4–7). In
contrast, the network topology, the shape and variance of the
mutational distribution, and environmental stochasticity did not
qualitatively affect the outcome (Supplementary Figs 1, 5, 8 and 9).
Most notably, negative epistasis failed to evolve in networks that were
both small and sparsely connected (Supplementary Figs 5 and 6).
However, the requirements for the evolution of negative epistasis were
not too restrictive. Sexual reproduction produced negative epistasis
even in small networks as long as they were sufficiently connected,
and in sparsely connected networks as long as they contained a
sufficient number of genes (Supplementary Figs 5 and 6). Stabilizing
selection acting on the gene expression pattern also prevented
the evolution of negative epistasis, but only when it was exceptionally
strong (Supplementary Fig. 7). The wealth of genetic interactions
in the transcriptional networks of real organisms26 and the abun-
dance of genetic variation in natural populations27 suggest that
negative epistasis will evolve in many sexually reproducing
organisms.
The evolution of negative epistasis in our simulations is remark-

able because it suggests that sexual reproduction selects for con-
ditions that favour its own maintenance. Because negative epistasis
enhances the ability of natural selection to purge deleterious
mutations in sexual populations, our results could explain the
maintenance of sexual reproduction in the face of its numerous

Figure 3 | Sexual reproduction selects for mutational robustness and
negative epistasis. a, Selection for the ability to produce any stable gene
expression pattern was imposed on 50 replicate populations subjected to
high (m ¼ 0.1) and low (m ¼ 0.002) mutation rates. Plots show the average
evolutionary responses in robustness to mutation and direction of epistasis.
b, The 50 individuals used to found the homogeneous populations described
in awere used to found new populations of 500 individuals with 1, 3, 5, 10 or
75 random mutations each. These populations were then allowed to evolve
without the occurrence of newmutations (m ¼ 0) until genetic variationwas

exhausted. We plot the robustness to mutation and the direction of epistasis
at equilibrium (that is, after evolution stops) against the initial genetic
variation in each treatment (see Supplementary Methods). Each population
in a and b was evolved under either asexual (filled circles) or sexual (open
circles) reproduction. Data are expectations and 95% confidence intervals
for the median value among the 500 individuals in each population. Dashed
lines indicate the 95% confidence intervals for the mean of the 50 founder
networks.
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costs28. We hypothesize that sexual reproduction enabled evolution
of the robustness apparent in the developmental networks of multi-
cellular organisms and that negative epistasis should be associated
with robustness in these systems. If these hypotheses are correct, they
will help to explain the prevalence of sexual reproduction among
living organisms.

METHODS
Network model.Networks are generated by randomly filling the entries of the R
matrix (for example, Fig. 2b) with (1 2 c)N2 zeros and cN2 standard normal
randomvariates. A corresponding initial gene expression pattern, S(0), is created
for each network by randomly setting each s i(0) to either21 or 1. Development
begins with the initial gene expression pattern, S(0), and proceeds through 100
iterations of equation (1). We determined that an equilibrium steady state was
achieved when the following criterion was met2:

Xt

v¼t210

D½SðvÞ;SðtÞ�# 1023; where D½S;S
0
� ¼

1

4N

XN
i¼1

ðsi 2 s
0

i Þ
2

is a measure of the difference between the gene expression patterns S and S
0
, and

S(t) is the average of the gene expression levels over the time interval from t 2 10
to t. The ability of a genotype to reach equilibrium within 100 iterations is
termed developmental stability2.
Evolution. In a typical evolutionary simulation, a single random individual
capable of producing a stable gene expression pattern is cloned to generate a
population of 500 identical individuals. In an asexually reproducing population,
offspring are generated by picking an individual at random from the population
and allowing it to produce a clone of itself, such that each non-zero entry in theR
interaction matrix mutates (replacement with an independent standard normal
random variate) with probability m/(cN2). In our model, mutations should be
viewed as acting on the cN2 cis-regulatory elements, not the coding sequences of
theN genes themselves; in addition,mutations cannot alter the number of genes,
or establish new interactions between genes. Only offspring capable of producing
a stable gene expression pattern survive. This process is repeated until 500
developmentally stable individuals are produced, which go on to found the
following generation. In a sexual population, offspring are generated by picking
two individuals at random from the population, and selecting rows of the R
matrices from each parent with equal probability (analogous to free recombina-
tion between units formed by each gene and its cis-regulatory elements, but with
no recombination within regulatory regions), while allowing each non-zero
entry to mutate as above. Each selective regime was applied to a fixed panel of 50
replicate populations, each derived from a single independently generated
random individual and initial gene expression pattern; simulations were run
for as long as was necessary to obtain an equilibrium (that is, no significant
change) in the second half of the simulation. In each simulation, all individuals
experience the same initial gene expression pattern as the founder individual.
Robustness and epistasis. The mean effects of k mutations on fitness were
modelled by the relationship14,15: log(Wk) ¼ 2akb (Fig. 1, equation (2)).
Mutational robustness and directional epistasis were measured by W1 and
1 2 b, respectively. To estimate these parameters for a given genotype, we
generated 100 individuals with five successive rounds of randommutations each,
and measured the proportion of viable genotypes, Wk, with k ¼ 1, 2,…, 5
mutations.WemodelledWk using a generalized linearmodelwith complementary
log–log link and a binomial error structure29:

log½2logðWkÞ� ¼ logðaÞþb logðkÞ:

W1 was measured directly and b was estimated using maximum likelihood.
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